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Machine Learning Recap

Regression

 Predicting numerical values

 Supervised

Classification

 Predicting categorical values

 Supervised: Naïve Bayes, SVM, K-Nearest Neighbors

 Unsupervised: Clustering/Topic Modeling

The goal?

Language 

ANALYSIS

But what else is 

there? 



Text Generation!

Generative Pre-

Training Transformers

Recurrent Neural 

Networks

Markov Chain 

Models

Google 

Gemini

Chat-GPT

Claude



RNNs: Recurrent Neural Networks

 Sequential data (ex. words)

 Has multiple hidden layers 

between input/output 

(deep learning)

 Remembers previous input 

by adjusting internal state

 Text-prediction task 

(supervised, but no 

annotations)



Why Deep Learning?



Demo Time!

Shakespeare Demo Link

https://colab.research.google.com/drive/1uyF14emy0N1nVFOUD-j3gbToaxwZA6AB?usp=sharing
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